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Lots of talk about 
Storage these days - 

with lots of 
acronyms...

… it's all alphabet 
soup!

Have you ever wondered... Issue 
#5



• Block Storage
• File Storage
• Object Storage
• Fibre Channel
• iSCSI
• Hyperconverged
• Non-Volatile memory
• Software-Defined Storage...

It all seems 
overwhelming, if you 

don't already know what 
you're looking for

So, I'm here to help 
(in a weird and 

unconventional way)!
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I could send you to 
a bunch of white 

papers, textbooks, or 
blogs, but where would 

the fun be in that?

Besides, when you're 
talking about...

CPU...

and storage types...

it's easier to show everything.

Memory...
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We'll start off slow, 
and then work our way up to 

tying into some of the 
buzzwords later on

So without further ado, 
we present...

Napkin dialogues 

edition
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Before we can get into 
storage networks, it helps 

to know how files are 
accessed by programs

… And, of course, how 
they're stored

If you're a programmer, this will be old hat. Plus, these 
are generic principles, not best practices. But you 
may not know what happens when the network or the 
storage systems get ahold of your precious cargo. Or 
vice versa.

In other words… bear with me. :)
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Every Computer system 
has a CPU with a bunch of 
applications running...

Thing is, applications 
on modern systems think 
they have all the 
available memory.

Mine!

Mine!

Mine!

Mine!

Mine!

… Operating Systems,
mail servers,
Databases,
Word processors, etc.

!!
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okay

Compute systems, therefore, have a 
Memory Management Unit (MMU) to 
handle these greedy applications

So let's see how an app 
gets its memory! *not to scale

The MMU communicates 
with the DRAM memory 
directly and gets a list* 
of free pages available 
for use
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Hey, YOU 
handle this!



Hey MMU

I need a 
list of free 

memory 
pages

Yo!

coming 
right up!

Okay, Awake 
now. 

Okay, 
where's that 

memory - 

hey wait a 
minute!

Instead, applications get 
their memory allocated 

when they try to access it

Hey OS!

There's no 
memory map!

Whaddyawant?

fine. hold your 
horses.

An Application starts, 
but Memory is not 
allocated yet...
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Let's see 
here...

...Here's 
my  list of 

memory pages

The MMU goes through a list of free pages, grabs one of 
the free ones, the operating system Initializes them...

...And does it in 4k block boundaries 
(this becomes important)

Aha! I'll 
use this 

one!

9



The pages can be anywhere in 
physical memory

as the application uses more memory, this 
allocation happens more and more oftenMore! 

More!!

Here you go

Done with 
this one...

no 
problem
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my 
turn!

When applications don't need the memory any 
more, the MMU returns it to the free list for the 
next app



You may be wondering, "So what?" 
A fair question. 

DRAM is fast - very fast - but 
we want to make it better. We want to 

not only get more of the data 
accessible, but also faster.

Working backwards...

The time it takes to get 
to Main MEmory is 
around 60-100 

nanoseconds (ns)

But We can get 
there faster
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But wait, 
isn't 100 ns 
really fast? 

of course, but the 
longer it takes to get 
the job done, the less 

work you get done in the 
same amount of time.

So, every time we 
want to get data from 
RAM, it will take about 

this long

CPU 
cores

But we 
want to get closer 

to here.
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MMU

Adding in a level 2 (l2) cache brings 
that down to around 3-6 ns

A level 1 (l1) cache, 
directly connected to the CPU 
core, takes 1 ns to retrieve data

When 
an application wants 

to read from memory, it will see 
it's running on "core 1" and check the 
L1 cache. If it's not there, it checks 

the L2 Cache. If it's not there, it 
goes to main memory

what caching can do for you...
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What 
happens when 

there's no more 
room? 

it's disk 
time!*

* Speaking generically, here.

7-80 milliseconds
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From a time perspective, though, 
going to disk is expensive. 

Think of it this way - imagine you want to have 
pizza delivered to your house, and the L1 pizza 

place is 1 km away. 

If that pizza joint doesn't have your pizza, the 
next one (l2 cache) is between 3-6 km away. 
Still doable, but you're gonna have to wait a 

little longer. (a pain if you're hungry!)

If that l2 pizza joint doesn't have the pizza you 
want, the next one is 100 km away. 

(how long does it take to drive 100km?)

If That pizza joint doesn't have your pizza, the 
next one - a disk, in this case - can be up to 

8,000,000 km away. 

great, i'm cold now
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yes, I know I swapped the time/distance for the 
purpose of the analogy. Work with me, here!

or more than ten round 
trips to the moon!



Two things become 
important to note: 

First, whenever you can, 
you want to keep the 

storage as close to the 
application as possible 

and reasonable

Second, not all use 
cases are applicable for 

all kinds of storage 
environments. After 
all, who wants cold 

pizza?

The different 
types of storage 
can make a big 
difference for 
performance, as 
well as types of 
workloads (e.g., 
the pizza delivery 
problem)
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Adapter interface, usually 
SAS, SATA, or PCIe*
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I/O MMU allows the 
application to access 

memory on the drive without 
needing to go to the CPU first

Server internals

Using a storage device

Drive/Disk Type, like 
spinning Hard drives 
(HDDs) or Solid State 

(SSDs)/Flash Drives

Drive Storage is a 
different part 
of the process, 
and has some 
additional 
pieces

Protocol type, 
like SCSI or NVMe*

* more on these later



Adapter interface, like 
a HBA, HCA or a regular 

Ethernet Nic*

Drive/Disk

Adding in a network 
involves even more 
pieces

Networking A drive

Networking a storage device

Storage Network 
Type, like Fibre 
Channel, FCoE, 

InfiniBand, iSCSI, 
NFS, SMB*

Drive/Disk type
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* more on these later

Server internals



SMB

to be continued...
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This is a good 
breaking point, 

for now.

After that, we've got some options, but 
everyone likes a little mystery! 

Very special thanks go to Joe Pelissier, Distinguished 
Engineer at Cisco, from whom the technical content 
came. 
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In part 2, we'll take a look at 
File Systems, and their role 
in how data is stored. 

In Part 3, We'll take a closer 
look at how drives (both disk 
and flash) handle data 
storage, and why that can be 
very important.

EXT4

EXT3

NFS

Fibre 
Channel

iSCSI

THen, In Part 4, we'll look at 
what happens when you move 
the drive further away from 
the CPU, and how various 
networks can make a 
difference. 


